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Plan of talk:

1. Structure(s) of language

2. Word2vec, GloVe background (we focus on W2V)

3. Explanations about linear analogies in Word2Vec

4. Debiasing or “lipstick on pigs”?

5. (Hierarchies – is there a hyperbolic structure?)

● Questions/discussions/ideas



Some principles (later translated to math)
● Firth (1957): the meaning of a word is defined by “the company it keeps”.

● Languages have structure. Idea 1: Zipf’s law.

[Nice 2014 survey and experiments to test conjectures, focusing on language: link]

https://asset-pdf.scinapse.io/prod/2048176942/2048176942.pdf


Some principles (later translated to math)
● Firth (1957): the meaning of a word is defined by “the company it keeps”.

● Languages have structure: Zipf’s law.

● Geometry:
○ Spatial-like structure (analogies and more) 
○ Hierarchical structure (entailment)



Text vectorization: linear algebra gives analogies
● Word2Vec and others – learn context-dependent probab.
● We get a dictionary-sized vector for each word.
● The result works remarkably like euclidean space !!

1. How far does this go?
 

2. What is the principle/theory behind it?



Mikolov et al. – Word2vec and
Skip-gram with neg. sampling (SGNG)

Word2Vec (2013) link

Linguistic similarity 
(2013) link

https://arxiv.org/pdf/1301.3781.pdf
https://aclanthology.org/N13-1090.pdf


Mikolov et al. – Word2vec and
Skip-gram with neg. sampling (SGNG)

SGNG: replace log(Q_{ij}) by adding
k more negative samples from (empirical) noise:

 

[Paper: Distributed representations (2013) link ]

Average log 
probability

(Word-context prob. Q_{ij} → softmax of vectors)

https://arxiv.org/pdf/1310.4546.pdf


GloVe

GloVe (2014) link: “local context windows → global co-occurrence counts”

Imposing linearity..

Imposing invariance 
to relabeling..

General form to start with.. All these allow final choice 
F=exp, and we can set

https://nlp.stanford.edu/pubs/glove.pdf


History: GloVe

GloVe (2014) link: “local context windows → global co-occurrence counts”

Imposing linearity..

Imposing invariance 
to relabeling..

General form to start with..

All these allow final choice 
F=exp, and we can set

Skip-gram obj. f. in this notation:

https://nlp.stanford.edu/pubs/glove.pdf


History: Implicit factorization (2014) link
SGNG loss in another notation:

Now for each (w,c) we optimize (try opt. in                 ) 

Obtain this!

Message: Pointwise mutual information matrix* M is factorized by SGNG

(* : shifted)

https://proceedings.neurips.cc/paper/2014/file/feab05aa91085b7a8012516bc3533958-Paper.pdf


Explaining analogy – Arora et al. 2016 (link)

They obtain this with error bounds, assuming some 
modelling ansatz on the data, such as

https://arxiv.org/pdf/1502.03520.pdf


Explaining analogy – Gittens et al. 2017 (link)

Paraphrase for C: 

Zipf law says this is false!
● “if we pre-manipulate words to make Zipf 

weaker, we’ll get better additivity”

https://aclanthology.org/P17-1007/


Explaining analogy 2019 (link) 

They remove “shift” in the PMI factorization.

Paraphrase error:

https://arxiv.org/pdf/1901.09813.pdf


Explaining analogy 2019 (link) 

They remove “shift” in the PMI factorization.

Paraphrase error defined as:

Error to “linear” generalized paraphrase:

https://arxiv.org/pdf/1901.09813.pdf


Explaining analogy 2019 (link) 

https://arxiv.org/pdf/1901.09813.pdf


Explaining analogy 2 2019 (link2) 

https://proceedings.neurips.cc/paper/2019/file/23755432da68528f115c9633c0d7834f-Paper.pdf


Bolukbasi et al 2016 (link)

1)
2)

https://arxiv.org/pdf/1607.06520.pdf


Zhao et al. 2018 (link)
Kaneko Bollegala 2019 (link)

→ make gender 
part fixed (?)

→ increase gap between 
male/female clouds (?)

→ usual GloVe objective

→ retain neutral words 
non-gender part

https://arxiv.org/pdf/1809.01496.pdf
https://arxiv.org/pdf/1906.00742.pdf


Gonen Goldberg 2019 (link)

Key observation:

● most word pairs maintain previous similarity

● words with a specific bias still grouped together

● Implicit bias remains

https://arxiv.org/pdf/1903.03862.pdf


Xu et al. 2018 (link)

How is it not still a pig?

https://arxiv.org/pdf/1805.11202.pdf


Wu et al. 2022 (link)

How is it not still a pig?

https://arxiv.org/pdf/2204.00536.pdf


Hyperbolic GloVe: Tifrea et al. 2018 (link)

Entailment
 → Gaussian Fisher distance 
 → Hyperbolic space distance

Gaussian embedding for text: Vilnis McCallum 2015 (link)

Hyperbolic space:
Accommodates well 
trees (euclidean has 
huge problem)

https://arxiv.org/pdf/1810.06546.pdf
https://arxiv.org/pdf/1412.6623.pdf


Hyperbolic Neural Networks (very sketchy)

Hyperbolic space:
Accommodates well 
trees (euclidean has 
huge problem)

NN operations transferred from tangent space


