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Let's see a video...
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Let's see a video...

It is interesting to
automatically find a
relevant momentin a
video.

Reduce time spent
searching for
interesting events.

Automation can be
useful for many tasks

This can be
ambiguous... When is
an action initiated?
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How could we relate
a query to a frame?
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What is Temporary Sentence Grounding in

Videos?

Given an untrimmed video, temporal sentence grounding in videos is to retrieve a video
segment, also known as a temporal moment, that semantically corresponds to a query in natural

language.
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putting clothes in the washing " ’:
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TextInput model output
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Why should we use encoders?

———

For the text and video we must obtain a computer-understandable representation of the
Inputs.

Our general purpose is to find a relevant moment. A relevant moment is considered a
moment where an action occurs, that is why we use models that manage to abstract
information.


https://emojis.wiki/es/profesional-de-la-tecnologia-hombre/
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Textual Feature
Extractor

Visual Feature
Extractor

Typically, action classifiers are used
to generate the action feature of the
video.

Many different types of classifiers
are currently available.

There is no work on the impact on
TGSV using the different classifiers.

Different models of embeddings are
used.

Pre-trained models such as GloVe or
BERT are generally used to obtain
the characteristics.

There are studies that prove the
impact of different techniques.
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What is a video action classifier?

e Action classification is a task that attempts to
classify human actions using trimmed videos.

e The problem is difficult because human actions |-%
are Often CompOSIte COnceptS and the hlel’arChy Shakmghands Crlcketbowimg Skate boarding Cutting in kitchen

of these concepts is not well defined. h .?;?i T
L "™ o

Stretching leg Riding a bike Playing violin Dribbling basketball

e There are different natures of solutions to . Py
address the problem
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What kind of action classificators exist?
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scales

Holistic CNN Temporal Reasoning Holistic Transformer



These are models that mainly use only convolutional networks to classify
actions.

. e Within their architecture they have convolutional networks that manage to
Holistic CNN capture temporal information from the videos.

The convolutional network obtains the temporal information directly
through a 3D CNN.

Some Relevants Works:
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Their main objective is to reduce the operational cost of action
classification.
Temporal

Reasonlng Temporal Reasoning networks use methodologies that focus on efficient

frame sampling and combining temporality with frame channel information.

Some Relevants Works:
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o 2o Combine the processes already known from CNNs with Transformers.
Holistic P Y

Transformer Allows for a more robust capture of temporality.

Some Relevants Works:

098086
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Problem statement 1

Video encoders form a crucial part of the temporal
localization task, however, there is no evidence of
the impact of each type of feature generated.

Research Questions

Q1: Are the characteristics of the encoder used relevant for the
temporal localization of actions?.

Q2: The nature of the datasets on which the action classifiers
were trained may affect temporal localization performance?.
Q3: Is the state of the art video encoders the best choice for
temporal localization of actions?.


https://emojipedia.org/direct-hit/
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Problem statement 2

While multiple models exist for the localization task,
the problem of temporal localization still present an
opportunity for improvement using recent

techniques.
Research Questions

Q1: Does a good end-to-end architecture mitigate the
embedding extraction process?

Q2: What aspects should be considered to generate good multi-
modal representations?

Q3: How can labeling uncertainty be modeled?


https://emojipedia.org/direct-hit/

Studying the impact of different video classifiers on the
task of temporal localization of a relevant moment.

Creation of an end-to-end model for the localization of
relevant moments based on Deep learning.


https://emojipedia.org/direct-hit/
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Methodology

Benchmark

Focused on obtaining
features from videos for
compadarison.

Model
Creation

Focused on the
creation of a model
capable of finding a
relevant time through a
natural language

query.


https://emojipedia.org/bar-chart/
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Methodology: Benchmark

The features are obtained Dby
modifying the outputs of the stock
classification models omitting the neck
and head of the networks.

Input: images, patches by data augmentation;

Backbone: pre-trained classification models for feature extraction,
various levels for different scales of objects;

Neck: up-sampling and concatenation mechanisms to fusion different
stage feature maps;

Head: predictions to classes and bounding boxes of detected objects.


https://emojipedia.org/bar-chart/
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Methodology: Benchmark
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Encoders are kept fixed during
feature extraction and are only
used for feature extraction.

Spatio-Temporal Graph

e

KeyFrame

a) Bounding box of the features extracted from keyframe, using b) Temporal graph connects each improved activity representatio
Faster-RCNN, and the Spatial Graph that receives those features.
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Methodology: Model Creation

Query: The man speeds
up then returns to his

initial speed.

(a) Preprocessor
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Methodology: Datasets

Retrieved videos

The Charades Dataset

Charades-STA ActivityNet YourCook I


https://emojipedia.org/bar-chart/
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Methodology: Preliminary Progress

Implemented the extraction of most of the
features to be analyzed in code.

Features obtained for the Charades-STA

and ActivityNet datasets

Tested part of Charades features with

TMLGA model

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 mloU epoch mode model frames_per_feature
0 7831 7094 5962 4890 3366 3097 2390 1591 745 0412 11 test |I3D_NLN_8x8_R50 3
1 7922 7473 6761 5874 4968 4070 3164 21.05 906 0470 22 test MViTv2_S_16x4_k400_f302660347 16
2 7987 7360 6258 5099 4113 3379 2626 1806 753 0430 10 test SLOWFAST_&x8_R50 3
3 7742 T1.48 6215 5210 4237 3457 2712 1715 769 0430 10 test x3d_s 13
4 8054 7333 6078 4901 3763 2930 2161 1419 685 0412 12 test SLOWONLY_8x8_R50 3
5 8043 758% 6745 5847 4884 4078 3196 2183 970 0474 7 test SLOWFAST_16x8_R50 16
6 7478 6831 5949 4973 4056 3366 2621 1659 691 0413 31 test  SLOWFAST_16x8_R50_multigrid 16
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Contribution

Dataset of video features based on two of the main datasets used for the
localization of relevant moments.

Comparison and analysis of the impact of different video classifier features
on the temporal localization task.

A model for the temporal localization task with competitive results in the
current state of the art.



https://allcontributors.org/docs/en/emoji-key
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