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The Waiting List in Chilean public hospitals 

● 77% of the Chilean population are in the 

public healthcare system [1]. 
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● To see an specialist you have to go first to 

primary care physician.

● He/she puts you in a Waiting List (WL) for 

specialty consultation.



High demand problem

● Currently, the average waiting time is 543 days.

● In 2020-01, 15,665 patients died while waiting 

for their first consultation. 

● In 2021, 1,965,653 patients are waiting for their 

first consultation [2].
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Can we improve the management of the 
Chilean Waiting List using NLP?

Can we have a secondary use of the 
information? 
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National registry of Waiting List 
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Sex Age Specialty Reason for referral

Written in free-text
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Named Entity Recognition (NER)

NER is an important task in NLP that seeks to identify sequences of words (entities) 
expressing references to predefined categories (entity types).

Figure 1: Example of named entities extracted using the Stanford NER system [3]. 
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NER in the Chilean Waiting List

Figure 2: An example of an annotation in the Chilean Waiting List corpus.



Chilean Transparency Law
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5 million 
referrals 



10Figure 3: List of entity types (in bold) in the Chilean Waiting List [4].
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Problem statement 
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Flat NER
Traditional NER approach, where 
each word can be tagged with at 
most one label.

Nested NER
Due to the properties of natural 
language, named entities can be 
nested in other entities. Under 
this approach, a word could be 
tagged with multiple entities.

Most of the work on named entity recognition has almost 
entirely ignored nested entities and instead chosen to 
focus on the outermost entities. 



- 48.12% of the entities are nested in other entities.
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The Chilean Waiting List corpus
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Corpus Number of tokens

Chilean Waiting List 184.764

GENIA 560.835

GermEval 591.005

Figure 4: Comparison of corpus size in nested NER corpora.
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An overlooked architecture for nested NER

Most of the models used to solve flat  
NER tasks are based on deep learning 
architectures such as LSTM-CRF 
approach, which belongs to the 
sequence labeling category. 

However, little research has been 
conducted on adapting this 
architecture to the nested NER task by 
using independent flat NER models for 
each entity type.

Figure 5: LSTM-CRF architecture [5].
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That said, it is not clear whether we can achieve good 
performance on recognizing nested entities in our corpus 
by making simple modifications to sequence 
labeling-based architectures.
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Objectives

The main objectives of our research are the following:

1. Propose and develop deep neural architectures for solving the nested NER task in the 
Chilean Waiting List corpus.

2. Provide an empirical study comparing the proposed models with other state-of-the-art 
architectures in the nested NER task and testing these models on other related corpora 
to validate their effectiveness.

3. Propose new task-specific evaluation metrics that adequately measure the model's 
performance on nesting.

4. Integrate the proposed models in a test environment allowing health professionals to 
test them.
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Multiple LSTM-CRF (MLC)

Figure 6: Overview of the MLC architecture, where each entity type has an associated flat NER model [4]. 
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Embedding Layer

● Pre-trained word embeddings in clinical domain1.

● Character-level embeddings retrieved from a BiLSTM [5].

● Contextual word embeddings obtained from Flair [6] and BERT [7]. 

1 https://zenodo.org/record/3924799

https://zenodo.org/record/3924799
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Evaluation Metric

The official nested NER metric [8] consists of calculating the micro F1-score using a 

strict evaluation approach. This metric considers an entity correct when both entity 

types and boundaries are predicted correctly.
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Model validation and hyperparameters

● As a baseline, we chose the Layered Architecture [9].

● To select the best hyperparameters, we performed a random search over a 

given range of values, measuring the performance on the validation set.

● We used the statistical test: k-fold cross-validated paired t-test [10].

● Finally, an error analysis of the MLC model was performed [11].
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Overall results

● Interestingly, each configuration of the MLC architecture outperforms the 

Layered baseline by a wide margin according to the F1 measure.

● These results are further improved by adding new representations to the 

embedding layer.

● The model with the best performance (highlighted in bold) is the MLC setting 

that used medical word embeddings concatenated with character and Flair 

embeddings, achieving a micro F1-score of 80.27.

                Table 1: Results obtained with different models and settings on the Chilean Waiting List corpus.
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MLC results for each entity type

● The entity type with the best results was Abbreviation, which is expected since 

it is easy to recognize from the morphological point of view.

● The opposite occurs with the entity type Finding, which is four tokens long on 

average, thus very easy to have it wrong in the limits.

                Table 2: Results for each entity type using the best MLC setting in the test subset.
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Statistical Test Results

● The cross-validation process demonstrated the efficacy and high level of 

generalization of the MLC model on unseen data, significantly outperforming 

the baseline in all measurements, consistent with the overall results.

                Table 3: Results of the 10-fold cross-validation on the best MLC setting and the baseline.
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Error Analysis

          Figure 7: Distribution of the errors types found by the error analysis.
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          Figure 8: Confusion matrix for the wrong label errors found by the error analysis.



● Given the promising results, we would be interested to know whether the MLC architecture is 
the most suitable approach for solving the nested NER in our corpus or there are models with 
better performance. 

● Additionally, we wonder if this model can obtain good results on other nested NER corpora 
from different domains and languages.

● On the other hand, we wonder if we are correctly measuring model performance using the 
standard evaluation metric in nested NER.
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Related corpora

● GENIA [12]: Biomedical corpus collected from 2,000 MEDLINE abstracts. It 

comprises five entity types and 55,740 entity mentions, of which 17.3% are 

involved in nesting. 

● GermEval [13]: Corpus sampled from German Wikipedia and online news. This 

dataset consists of 41,124 entity mentions, where 14.9% of them are involved in 

nesting. 
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          Table 4: Statistics of the datasets involved in our study.
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Baselines

➔ Layered [Ju et al., 2018].

➔ Boundary [Zheng et al., 2019]

➔ Exhaustive [Sohrab and Miwa, 2018].

➔ Recursive-CRF [Shibuya and Hovy, 2020].

➔ Pyramid [Wang et al., 2020].

➔ Biaffine [Yu et al., 2020].
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Overall results using the standard metric

          Table 5: Overall results on three nested NER corpora, including ours.
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Proposed evaluation metrics

Revisited metrics.

- mflat

- mnested

- minner 

- mouter  

Proposed metrics.

- mnesting

- mNST

- mNDT 

- mME  

However, none of these existing 

metrics capture the ability of 

the models to recognize both 

inner and outer entities 

simultaneously
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Results using the nesting metrics

          Table 6: Results on nested and non-nested entities.           Table 7: Our task-specific metrics.



 Figure 9: Web application created by the research group to test our model.
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Conclusions

● Extensive experiments with three nested NER corpora show that, regardless of the 
simplicity of the MLC model, its performance is better or at least as well as more 
sophisticated methods.

● We demonstrated that standard NER metrics do not measure well the ability of a 
model to detect nested entities, while our task-specific metrics provide new evidence 
on how existing approaches handle the task.

● The results obtained suggest that the MLC architecture is the model that best suits the 
nested NER task in our corpus. This model can be used for many studies to understand 
the high demand present in the Waiting List system.



Future Work

● Hosting a shared task using the Chilean Waiting List corpus.

● Improve the MLC model to identify nested entities of the same type.

● Improve the web interface of the prototype under development.
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Contributions
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● The Chilean Waiting List Corpus: a new resource for clinical Named Entity Recognition 
in Spanish [19].

● Automatic Extraction of Nested Entities in Clinical Referrals in Spanish [4].
● Simple yet Powerful: An Overlooked Architecture for Nested Named Entity Recognition. 

https://aclanthology.org/2020.clinicalnlp-1.32/
https://aclanthology.org/2020.clinicalnlp-1.32/
https://www.semanticscholar.org/paper/Automatic-Extraction-of-Nested-Entities-in-Clinical-B%C3%A1ez-Bravo-Marquez/345d740065b4fc146a70899db349efad972cb81a
https://openreview.net/forum?id=cL4tgY1ZxS&referrer=%5BAuthor%20Console%5D(%2Fgroup%3Fid%3Daclweb.org%2FACL%2FARR%2F2021%2FNovember%2FAuthors%23your-submissions)
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http://pln.cmm.uchile.cl

http://pln.cmm.uchile.cl


Thanks for your attention! 🌳 
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Pablo Báez, PhD Fabián Villena, DDS Manuel Durán, MD
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Maicol Fernández, DDS

      Annotation stages for the creation of annotation guidelines [3].
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Characterization of nested entities. The numbers in each cell indicate how many 
times the entity in the row is nested in the entity in the column.
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Task Formalization
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