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Plan of talk:

1. Conformal Prediction

2. Learn Then Test

3. Conformal Language Modeling

4. Discussion



1. Conformal Prediction - intro paper 
“A Gentle Introduction to Conformal Prediction and Distribution-Free Uncertainty 
Quantification” Angelopoulos Bates 2021 (arxiv link)

● Idea: add confidence intervals to predictions made by a model

https://arxiv.org/pdf/2107.07511.pdf
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Ingredients:
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1. Conformal Prediction - intro paper 
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● Idea: add confidence intervals to predictions made by a model

Concrete Example:
(score=softmax output)
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1. Conformal Prediction - intro paper 
“A Gentle Introduction to Conformal Prediction and Distribution-Free Uncertainty Quantification” 
Angelopoulos Bates 2021 (arxiv link)

● Idea: add confidence intervals to predictions made by a model

Bayesian Example:
(score = estimated posterior)

https://arxiv.org/pdf/2107.07511.pdf


1. Conformal Prediction - intro paper 
“A Gentle Introduction to Conformal Prediction and Distribution-Free Uncertainty Quantification” 
Angelopoulos Bates 2021 (arxiv link)

Summary of the technique: 
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● Theorem
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Real life situation: classification task

Calibration time, we get: 
- Xi sampled
- get scores for all Y
- we KNOW correct Yi

Test time, we get:
- X’, 
- scores of all Y’

WE WANT TO
- select subset of the Y’
- get probabilistic guarantees

Main assumption: EXCHANGEABILITY:
score histogram for calibration, still “true” for test X’
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- Xi sampled
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Extensions
● Group coverage

● Class-conditional prediction

● Risk instead of coverage

● Outlier detection

● Prediction under covariate shift
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Extensions
● Group coverage

● Class-conditional prediction

● Risk instead of coverage

● Outlier detection

● Prediction under covariate shift 

You are trying to predict diseases from MRI scans. You conformalized on a balanced dataset of 50% 
infants and 50% adults, but in reality, the frequency is 5% infants and 95% adults.
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1. Conformal Prediction - intro paper 
“A Gentle Introduction to Conformal Prediction and Distribution-Free Uncertainty Quantification” 
Angelopoulos Bates 2021 (arxiv link)

Extensions
● Group coverage

● Class-conditional prediction

● Risk instead of coverage

● Outlier detection

● Prediction under covariate shift 

You are trying to predict diseases from MRI scans. You conformalized on a balanced dataset of 50% 
infants and 50% adults, but in reality, the frequency is 5% infants and 95% adults.

Problem: how 
to pass from P 

to Ptest

https://arxiv.org/pdf/2107.07511.pdf


2. Learn Then Test
“Learn then Test: Calibrating Predictive Algorithms to Achieve Risk Control” Angelopoulos, 
Bates, Candes, Jordan, Lei (arxiv link) 
But also, appendix A of intro paper (previous slide)

https://arxiv.org/pdf/2110.01052.pdf
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“Learn then Test: Calibrating Predictive Algorithms to Achieve Risk Control” Angelopoulos, 
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Input: 
- pretrained model 
- n random correct training pairs
- Risk function
- Parameter-dependent set-valued predictor

Desired output: 
- Parameters (randomized) 
- Guarantee that predictor correct with high probability

example

https://arxiv.org/pdf/2110.01052.pdf
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3. Conformal Language Modeling
“Conformal Language Modeling” Quach, Fisch, Schuster, Yala, Sohn, Jaakkola, Barzilay 
(arxiv link) 

It starts from “Learn Then Test”. 

Summary + main differences

 Also, it selects optimal splitting (“components”) of the text

https://arxiv.org/pdf/2306.10193.pdf


3. Conformal Language Modeling
“Conformal Language Modeling” Quach, Fisch, Schuster, Yala, Sohn, Jaakkola, Barzilay 
(arxiv link) 

Details:

- Empirical risk over calibration set – for fixed 

“Is y a good 
enough output for 
Xi?” - function

Calibration input i
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3. Conformal Language Modeling
“Conformal Language Modeling” Quach, Fisch, Schuster, Yala, Sohn, Jaakkola, Barzilay 
(arxiv link) 

Details:

- Empirical risk over calibration set – for fixed

- p-values (general result via concentration bounds) 

- How to split text into components? 
Example (automatic diagnosis): “The heart is mildly enlarged. The lungs are clear.” 
should be split into “The heart is mildly enlarged.” and “The lungs are clear.”

https://arxiv.org/pdf/2306.10193.pdf
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3. Conformal Language Modeling
“Conformal Language Modeling” Quach, Fisch, Schuster, Yala, Sohn, Jaakkola, Barzilay 
(arxiv link) 

Scoring: 

Tasks: Radiology report generation / News summarization / TriviaQA

https://arxiv.org/pdf/2306.10193.pdf

